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INTRODUCTION
Multi-Object Tracking (MOT)

The existing methods such as [1], [2], [3], [4], [5], [6], [7] often address the problem 
by two separate models: 

1. the detection model firstly localizes the objects of interest by bounding boxes 
in each frame

2. then the association model extracts re-identification (re-ID) features for each 
bounding box
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INTRODUCTION
● With maturity(成熟) of multi-task learning, one-shot trackers which estimate 

objects and learn re-ID features using a single network have attracted 
more attention [14], [15]. 

● For example, Voigtlaender et al. [15] propose to add a re-ID branch on top 
of Mask R-CNN to obtain proposals’ re-ID features using ROI-Align. It 
reduces inference time by re-using the backbone features for the re-ID 
network. 
-> Unfortunately, the tracking accuracy drops remarkably compared to the 
two-step ones.
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INTRODUCTION
● The result suggests that combining the two tasks is a non-trivial problem 

and should be treated carefully. 
● In this paper, 

we aim to deeply understand the reasons behind the failure, and present a 
simple yet effective approach. In particular, three factors are identified.
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Three fairness issues
● Unfairness Caused by Anchors
● Unfairness Caused by Features
● Unfairness Caused by Feature Dimension
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Unfairness Caused by Anchors
● The existing one-shot trackers such as Track R-CNN [15] and JDE [14] are 

mostly anchor-based since they are directly modified from anchor-based 
object detectors such as YOLO and Mask R-CNN. 

● However, we find in this study that the anchor-based framework is not 
suitable for learning re-ID features which result in a large number of ID 
switches in spite of the good detection results.
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Overlooked(忽視) re-ID task: 

1. estimates object proposals (boxes)
2. pools re-ID features from the proposals to estimate the corresponding re-ID 

features. 
● -> the quality of re-ID features heavily depends on the quality of proposals. 
● As a result, in the training stage, the model is seriously biased to estimate 

accurate object proposals rather than high quality re-ID features. 
● To summarize, this de facto standard “detection first, re-ID secondary” 

framework makes the re-ID network not fairly learned.

Unfairness Caused by Anchors
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Unfairness Caused by Anchors
FairMOT extracts re-ID features only at the object center and can mitigate the 
problems in (b) and (c).
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Unfairness Caused by Features
● For one-shot trackers, most features are shared between the object detection 

and re-ID tasks. 
● But it is well known that they actually require features from different layers 

to achieve the best results.
● object detection requires deep and abstract features to estimate object 

classes and positions 
but re-ID focuses more on low-level appearance features to distinguish 
different instances of the same class.
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● We empirically find that multi-layer feature aggregation is effective to 
address the contradiction by allowing the two tasks (network branches) to 
extract whatever features they need from the multi-layer aggregated 
features. 

Unfairness Caused by Features
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● The previous re-ID works usually learn very high dimensional features and 
have achieved promising results on the benchmarks of their field. 

● However, we find that learning lower-dimensional features is actually better 
for one-shot MOT for three reasons: 

Unfairness Caused by Feature Dimension
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Unfairness Caused by Feature Dimension
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However, we find that learning lower-dimensional features is actually better for 
one-shot MOT for three reasons: 

(1) high dimensional ->  re-ID ↑, object detection accuracy ↓
object detection accuracy ↓ -> tracking accuracy ↓

● -> So considering that the feature dimension in object detection is usually 
very low (class numbers + box locations), we propose to learn 
low-dimensional re-ID features to balance the two tasks; 



Unfairness Caused by Feature Dimension
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However, we find that learning lower-dimensional features is actually better for 
one-shot MOT for three reasons: 

(2) when training data is small, learning low dimensional re-ID features reduces 
the risk(風險) of over-fitting.

(3) learning low dimensional re-ID features improves the inference speed as will 
be shown in our experiments.



Backbone Network
● We adopt ResNet-34 as backbone in order to strike a good balance between 

accuracy and speed. An enhanced version of Deep Layer Aggregation (DLA) 
[10] is applied to the backbone to fuse multi-layer features.
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Backbone Network
● Different from original DLA [20], it has more skip connections between 

low-level and high-level features which is similar to the Feature Pyramid 
Network (FPN) [45]. 

● In addition, convolution layers in all up-sampling modules are replaced by 
deformable convolution such that they can dynamically adjust the receptive 
field according to object scales and poses.
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deformable convolution:
有點像attention在上一層conv layer 的
output, 只是是在2d的區域上.
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Detection Branch

Built on top of CenterNet [10]

● anchor-free
● 對物體的中心點位置進行預測，

同時預測物體的大小
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Detection Branch: Heatmap Head

高斯:

參考Focal Loss: 
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Detection Branch: Box Offset and Size Head
Ground Truth Box:

Size:

Offset:

L1 losses :
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Re-ID Brach
● Re-ID branch aims to generate features that can distinguish objects. 
● Ideally, affinity among different objects should be smaller than that between 

same objects. 
● To achieve this goal, we apply a convolution layer with 128 kernels on top of 

backbone features to extract re-ID features for each location.
● Denote the resulting feature map as E ∈ R128×W×H. 

The re-ID feature Ex,y ∈ R128 of an object centered at (x, y) can be 
extracted from the feature map.
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Re-ID Loss
● We learn re-ID features through a classification task.
● GT box 
● object center on the heatmap 
● learn to map it to a class distribution vector

K is the number of classes
● one-hot representation of the GT class label as 
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Training FairMOT
● we use the uncertainty loss proposed in [50] to automatically balance the 

detection and re-ID tasks:
● w1 and w2 are learnable parameters that balance the two tasks.

●
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weakly supervised learning 
(self supervised learning ?)
● In addition to the standard training strategy presented above, we propose a 

weakly supervised learning method on image-level object detection datasets 
such as COCO. 

● Inspired by [51],we regard each object instance in the dataset as a 
separate class and different transformations of the same object as 
instances in the same class. The adopted transformations include HSV 
augmentation, rotation, scaling, translation and shearing. We pre-train our 
model on the CrowdHuman dataset [52] and then finetune it on the MOT 
datasets. With this self supervised learning approach, we further improve the 
final performance.
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EXPERIMENTS
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Datasets
There are six training datasets

● The ETH [55] and CityPerson [56] datasets only provide box annotations so 
we only train the detection branch on them.

● The CalTech [57], MOT17 [22], CUHK-SYSU [58] and PRW [12] datasets 
provide both box and identity annotations which allows us to train both 
branches.

● The overall training strategy is described in Section 3.4, which is the same as 
[14].

● For the self-supervised training of our method, we use the CrowdHuman 
dataset [52] which only contains object bounding box annotations.
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Metrics
● Average Precision (AP) for evaluating detection performance

Precision = TP/(TP+FP)
● True Positive Rate (TPR) at a false accept rate of 0.1 for rigorously(嚴格) 

evaluating re-ID features with ground-truth detections.
● We use the CLEAR metric [59] and IDF1 [60] to evaluate overall tracking 

accuracy.
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Ablative Studies
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● Comparison of different re-ID feature extraction (sampling) strategies on the 
validation set of MOT17.

● The only difference lies in how they sample re-ID features from detected 
boxes.

34

Fairness Issue in Anchors



● First, we can see that our approach (Center) obtains notably higher IDF1 
score and True Positive Rate (TPR) than ROI-Align, POS-Anchor and the 
two-stage approach. This metric is independent of object detection results 
and faithfully reflects the quality of re-ID features. 

● In addition, the number of ID switches (IDs) of our approach is also 
significantly smaller than the two baselines. The results validate that sampling 
features at object centers is more effective than the strategies used in the 
previous works. 
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Fairness Issue in Anchors



● Bi-linear Interpolation (Center-BI) achieves even higher TPR than Center 
because it samples features at more accurate locations. 

● The two-stage approach harms(傷害) the quality of the re-ID features.
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Fairness Issue in Anchors



Comparison of different backbones on the validation set of MOT17 dataset. The 
best results are shown in bold.
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Fairness Issue in Feature



● By comparing the results of ResNet-34 and ResNet-50, we surprisingly find 
that using a larger network only slightly improves the overall tracking 
result measured by MOTA. 

● In particular, the quality of re-ID features barely benefits from the larger 
network. For example, IDF1 only improves from 67.2% to 67.7% and TPR 
improves from 90.9% to 91.9%, respectively. In addition, the number of ID 
switches even increases from 435 to 501. All these results suggest that using 
a larger network adds very limited values to the final tracking accuracy

38

Fairness Issue in Feature



● By comparing the results of ResNet-34 and ResNet-50, we surprisingly find 
that using a larger network only slightly improves the overall tracking 
result measured by MOTA. 

● In particular, the quality of re-ID features barely benefits from the larger 
network. For example, IDF1 only improves from 67.2% to 67.7% and TPR 
improves from 90.9% to 91.9%, respectively. In addition, the number of ID 
switches even increases from 435 to 501. All these results suggest that using 
a larger network adds very limited values to the final tracking accuracy

39

Fairness Issue in Feature



● By comparing the results of ResNet-34 and ResNet-50, we surprisingly find 
that using a larger network only slightly improves the overall tracking result 
measured by MOTA. 

● In particular, the quality of re-ID features barely benefits from the larger 
network. For example, IDF1 only improves from 67.2% to 67.7% and TPR 
improves from 90.9% to 91.9%, respectively. 

● In addition, the number of ID switches even increases from 435 to 501. All 
these results suggest that using a larger network adds very limited 
values to the final tracking accuracy. 40
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● In contrast, ResNet-34-FPN, which actually has fewer parameters than 
ResNet-50, achieves a larger MOTA score than ResNet-50. More importantly, 
TPR improves significantly from 90.9% to 94.2% which suggests that 
multi-layer feature fusion has clear advantages over simply using larger 
networks. 
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● In addition, DLA-34, which is also built on top of ResNet- 34 but has more 
levels of feature fusion, achieves an eve larger MOTA score. 

● In particular, TPR increases significantly from 90.9% to 94.4% which in 
turn decreases the number of ID switches (IDs) from 435 to 299.
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Fairness Issue in Feature



● The results validate that feature fusion (both FPN and DLA) effectively 
improves the discriminative ability of re-ID features.
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● Although ResNet-34-FPN obtains equally good re-ID features (TPR) as 
DLA-34, its detection results (AP) are significantly worse than DLA-34. 

● We think the use of deformable convolution in DLA-34 is the main reason 
because it enables more flexible receptive fields for objects of different sizes - 
it is very important for our method since FairMOT only extracts features from 
object centers without using any region features.

● We can only get 65.0 MOTA and 78.1 AP when replacing all the 
deformable convolutions with normal convolutions in DLA-34.
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Fairness Issue in Feature
AP -> detection performance
True Positive Rate (TPR) -> re-ID features with ground-truth detections. 
CLEAR and IDF1-> overall tracking accuracy.



● DLA-34 mainly outperforms HRNet-W18 on middle and large size objects.
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Fairness Issue in Feature
AP -> detection performance
True Positive Rate (TPR) -> re-ID features with ground-truth detections. 
CLEAR and IDF1-> overall tracking accuracy.

但 TRP: (92.7 a + 91.2 b + 91.8 c)/d = 94.4 ???
數字好像怪怪的



● 512 achieves the highest IDF1 and TPR scores which indicates that higher 
dimensional re-ID features lead to stronger discriminative ability.

● In our experiments, we set the feature dimension to be 64 which strikes a 
good balance between the two tasks.
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Fairness Issue in Feature DimensionalityFairness 
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Data Association Methods



● By comparing the similarity maps of ResNet-34 and ResNet-34-det, we can see that training the 
re-ID branch is important. 
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Visualization of Re-ID Similarity



● By comparing DLA-34 and ResNet-34, we can see that multi-layer feature aggregation can get more 
discriminative re-ID features. 
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Visualization of Re-ID Similarity



● Among all the sampling strategies, the proposed Center and Center-BI can better discriminate the 
target object from surrounding objects in crowded scenes (擁擠的場景).
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Visualization of Re-ID Similarity
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● “CH” and “MIX” stand for CrowdHuman and the composed five datasets 
introduced in Section 4.1.

● * means no identity annotations are used.
● We first pre-train FairMOT on the CrowdHuman dataset. In particular, we 

assign a unique identity label for each bounding box and train FairMOT using 
the method described in section 3.4 (一般的supervised learning). Then we 
finetune the pre-trained model on the target dataset MOT17.
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Self-supervised Learning



● First, pre-training via self- supervised learning on CrowdHuman outperforms 
directly training on the MOT17 dataset by a large margin. 

● Second, the self-supervised learning model even outperforms the fully- 
supervised model trained on the “MIX” and MOT17 datasets. 

● The results validate the effectiveness of the proposed self- supervised 
pre-training, which saves lots of annotation efforts and makes FairMOT 
more attractive in real applications.
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Self-supervised Learning
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Comparing with One-Shot SOTA MOT Methods
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Comparing with Two-Step SOTA MOT Methods



● We can achieve 69.8 MOTA when only using the MOT17 dataset for training, 
which already outperforms other methods using more training data. 

● When we use the same training data as JDE [14], we can achieve 72.9 
MOTA, which remarkably outperforms JDE.

● self supervised learning on the CrowdHuman dataset, the MOTA score 
improves to 73.7.

● The results suggest that our approach is not data hungry which is a big 
advantage in practical applications.
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Training Data Ablation Study



MOT17-01, we can see that our method can assign correct identities with the 
help of high-quality re-ID features when two pedestrians cross over each 
other. Trackers using bounding box IOUs [1], [24] usually cause identity 
switches under these circumstances.
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Qualitative Results



perform well under crowded scenes
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Qualitative Results



keep both correct identities and correct bounding boxes when the pedestrians 
are heavily occluded.
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Qualitative Results



The results of MOT17-06 and MOT17-12 show that our method can deal with 
large scale variations. 61

Qualitative Results



our method can detect small objects accurately.
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Qualitative Results



CONCLUSION
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● we find that the use of anchors in object detection and identity embedding is 
the main reason for the degraded results. 

● multiple nearby anchors, which correspond to different parts of an object, may 
be responsible for estimating the same identity which causes ambiguities for 
network training. 

● Further, we find the feature unfairness issue and feature conflict issue 
between the detection and re- ID tasks in previous MOT frameworks. 

● By addressing these problems in an anchor-free single-shot deep network, we 
propose FairMOT. It outperforms the previous state-of-the-art methods on 
several benchmark datasets by a large margin in terms of both tracking 
accuracy and inference speed.



Progress Report
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3D position measurements
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View 1 View 2



Frames to trajectories

t

t+2
t+1
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● The encoder is composed of a stack of N = 6 
identical layers. 

Encoder

N = 6
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BERT
2 training approach:

1. Masked Language Modeling
2. Next Sentence Prediction
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Result
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Loss Value = RMSE + RMSE_onlyMasked
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